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Abatract
Evaluators often utilize ANCOVA-type techniques to assess the effects
of innovative programs implemented in naturalistic settings. In this
paper design, analysis, ard reporting considerations important to the
application of ANCOVA--type techniques in educational settings are ‘
described. Numerous examples are drawn from the national Follow
Through evaluation, and suggestions for improving reports utilizing
such ANCOVA -type technigues are presented. The overall perspective
is that evaluation reports must be more precise and must indicate the
limitations as well as the strengths of the methodology used for this
specific setting. In doing so, a more balanced description of a program
and its effects is presented to the decision maker and to other stake-

holders.
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REPORTING RESULTS IN EVALUATION SETTINGS: EMPHASIZING
SELECTED ISSUES IN ANCOVA ANALYSIS AND INTERPRE TATION

James L. DiCostanzo and R. Tony Eichelberger

Liearning Research and Development Center
University of Pittsburgh

Since the early 1960's, the federal government has authorize- and
funded numerous social action programs, many of which focusec on
compensatory education. The evaluations of theae programs have usu-
ally been attempts to implement an experimental paradigm designed to
maximize internal validity. Since manipulation of important variables
is rarely possible (and often not appropriate) in evaluation settings
(Cooley, 1978), some type of unalysis of covariance (ANCOVA) tech-
nique is frequently utilized to compensate statistically for the lack ot

experimental control.

Use and interpretation of the ANCOVA technique is extremely com-
pPlex, requiring that numerous assumptions and conditions be met if
meaningful interpretations are to be applied to educational settings.
These assumptions are nev«~r precisely met in an evaluation setting,
so the extent of the deviations and their impact on meaningful interpre-

tations must be assessed and presented in the evaluation.

The types of problems that arise from the use of complex data
analysis techniques, such as ANCOVA, that are addressed in this paper
were identified from a review and critique of the evaluation of the na-
tional Follow Through program. There has been no attempt to compre-
hensively identify the evaluation problems or the issues that relate to
utilizing and reporting ANCOVA results. The problems a.nd issues

discussed are of recurrent concern to educational evaluators in various

settings.
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In this paper, specific information that should be included in an
evaluation report when ANCOVA-type techniques are used is identified,
This information should enable the reader to accurately ussess the ade-
quacy of the technique and the appropriateness of the evaluator's inter-
Pretation of the results for that particular setting. Specific en;tnples
of the kinds of problems that arise when collecting data in school settings
are described to illustrate the need for this additional information. Al-
ternative ways of presenting the needed information in an evaluation

report are presented and discussed.

The comments and suggestions made in this paper follow primarily
from the longitudinal evaluation of the national Follow Through program.
This evaluation is a typical example of the application of an ANCOVA-
type analysis technique in an evaluation setting. Because of its scope
and duration (six years), the Follow Through evaluation encountered
most of the problems that evaluators must face and that result from
the use of this technique. ) )

National Follow Through Program

A brief historical sketch of the national Follow Through program

and its changing purposes is nesded to understand and appreciate the

' methodological issues discussed in the remainder »f this paper. In
1966, there were indications that Head Start, a federally funded com-
pensatory education prograrﬁ for disadvanta.ged preschool chﬂdrén,
was having some positive effects, but that the effects did not endure
thi'ongh the early elementary school years (Wolff & Stein, 1966). The
Follow Through (FT) program was planned as a massive service pro-
gram and was designed to extend compensatory education (similar to
that afforded the Head Start children) from kindergarten through grade
three (Johnson, 1967). When FT was originally funded, only $15 million
was appropriated for two years, rather than the $120 million that was

expected,
2




To the Office of Education, Follow Through then became a planned
variation experiment in which diverse types of innovative programs
were implemented in various sites throughout the U. S. But, rather
than assigning programs randomly to sites or projects as in a coutrolled
experiment, participating lo~al districts, in cooperation with the pro-
grams' sponsors, were allowed to select the instructional model to be
implemented in their project. Although this procedure later caused
some methodological problems, it is probably more representative of
the operation of U. S. public 3chools than is the random assignment of

programs to sites.

In the initial two years of the FT program (1967-68 and 1968-69),
the evaluation focus was somewhat confused, due primarily to the
change in the program emphasis from service to a planned variation
experiment and the associated administrative problems. In 1968-69,
several purposes for the national Follow Through evaluation were
delineated, including: (a) assessing program impact on pupils, parents,
schools, and community (Emrick, Sorensen, & Stearms, 1973, p. 72);
(b) assessing relative effectiveness of different programs and program
approaches (Sorensen & Madow, 1969, p. 4); and (c) establisﬁing cri-
teria for effectiveness and success of the national FT program (Soren-

sen & Madow, 2_l969. p. 4).

In this paper, we are concerned with selected aspects of these
three purposes, which deal with the impact of the FT programs. The
evaluation attempted to accomplish these purposes by using ANCOVA.

Approximately 70 of the 170 local projects representing 14 of 22
FT < sponsor models were included in the national FT evzlunation. In
each I-"I' schoérd;strzct students identified as similar to those partic-
ipating in ¥ T comprised the Non-Follow Through (NF T) sample and
were tested on a regular basis by Stanford Research Institute (SRI),

the organization contracted to collect all FT evaluation data. When
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comparable students could not be identified locally, a comparison or
coatrol group from a neighboring school district was identified and

tested. Noncomparability of the FT and NFT groups at a particular
site was often a result of the school district's policy of assigning the
most disadvantaged children to the FT program. Noncomparability,
for this and other reasons, was an ongoing problem in the evaluation

that the use of ANCOVA attempted to alleviate, despite the lack of

randomization in the design.

Decision makers associated with the early years of FT were con-
fident that the program would have a marked impact on the participating
childrea. Richard Egbert (1973), the origiral FT Director, indicated
that the evaluation design was based on the conviction that:

children's development swwould be so markedly superior as

to be readily demonstrated on measures of achievement,

cognition, self-concept, social maturation, and capacity

to function independently. Follow Through's design was

born also from the conviction that unless such substantial

differences were manifest, the really massive increases
in spending that would be required could not be justified.

(p- 25)
These convictions seem to have resulted in less concern with details
of the design, since it was believed that any reasonable evaluation of

FT would readily skhow the impact and effectiveness of the program.

The FT evaluation has vacillated in emphasis from a2 decision
orientation of identifying the '"best' model(s) overall to a descriptive
orientation in which different effects of individual models would be

described. Initially, SRI wae awarded an evaluation contract to iden-
tify the most effective program model(s) and to prov .de descriptive
information to project administrators and other school administrators.
At various times, it was decided that a consumer's guide, which would
lis: individual sponsors' objectives and the degree to which the objec-
tives were met, was to be produced by SR1. Since 1972, the major

4
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objective of the national FT evaluation has been to identify the success-

ful model(s) and to document the impact of the models on pupils. An
ANCOVA-type procedure has been utilized for this purpose.

SRI and Abt Associates, the major contractors for the longitudinal
evaluation of the impact of FT, have produced four reports. The SRI
;-eport covered the interim years of FT, 1969-71. Abt Associates
have produced four reports covering the years 1972 through 1975. The
SRI report (Emrick et al., 1973) and the third Abt report (Stebbins,
1976) are used for illustrative purposes in this paper. For an exten-
sive review and critique of the FT evaluation, see Haney (1977).

Analysis of Covariance (ANCOVA)

As indicated above, ANCOVA is often used ir evaluation settings
where it is difficult or impossible to control experimentally alternative
explanations of educational outcomes. In situations where its use is
appropriate, it allows groups to be compared on a criterion variable
that has been adjusted on a set of concomitant variables, or covariates.
Statistically, ANCOVA is used to increase the precision of the analysis
by taking advantage of the linear relationships between the dependent
variable(s) and the covariat~fs). In order for ANCOVA to be unambig-
uously used, however, its as.umptions and conditions must be pre-
cisely met. Failure to do so may distort the results in ways that make

their interpretation equivocal, if not meaningless.

lAbt Associates' evaluation report (Stebbins, 1976) discussed
several problems arsociated with the analysis of data collected in the
FT evaluation setting. We have selectively drawn examples from that
report to illustrate our points. As a result, our paper tends to em-
Phasize only the most questionable analysis and reporting procedures
in the Abt report. Abt had the very difficult task of attempting to draw
coaclusions from a complex non-experimental setting. See Appendix
A for a orief staterment of Abt's view of their role and situation (Stebbins,

1976, p. A-46).
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We believe that the consumer of the evaluation report must be able
to: (a) assess the appropriateness of ANCOVA whenever it is used,
and, (b) examine possible alternative interpretations of the results.

For these purposes, information regarding the conformity or noancon-
formity to the assumptions and conditions of ANCOVA, and other

information that would enable alternative interpretations of the results
to be made, must be available in the report.

Areas of Concern

We have delineated some information we believe is necessary for
the reader to achieve the two purposes stated above, and we have or-
ganized it into five topical areas. Each area is focused by one or more

questions that the evaluator should addresas.

How are the Specific Resecarch Hypotheses Investi-

Eated and the Results of the Corresponding ANCOVA
Data Analvses Related to the General Evaluation

Question(s)?

It is generally accepted that no empirical process completely as-
sesses an event, and evaluaticn is no exception. With limited reso .~ _es,
especially of time, money, and personnel, an evaluation can only ad-

dress some aspects of a general evaluation question.

An evaluation is defined by the specific research questions or
hypotheses that are investigated. The selection of hypotheses to be
tested or questions to be addressed is the result of a reasoning pro-
cess that links the research hypotheses to the general question.z

zIn an evaluation, the variables utilized are usually specified at
three different levels. First, the general area of focus, such as pro-

gram impact on participants or program effectiveness, is delineated.
- (cont.)
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The explication of this reasoning process, or rationale, permits the
reader of the evaluation report to identify and assess the components
that are included as well as those that are not, in order to answer the
general svaluation question. This explication is crucial, especially
in large-scale evaluations where the inferential process relating the
overall question to the specific research hypotheses is extremely

complex and not obvious,. especially to the reader.

One of the general irnpact questions specified by SRI (Emrick et
al., 1973) for the national FT evaluation was, "How effective is Fol-
low Through as a method of improving the life chances of participat- .
ing children?' (p. 72). Three research questions concerned with the
academic performance of FT pupils and attitudinal changes of their

parents and teachers were delineated to address this general question.

How these academic performance and attitudinal change variables
relate to improved life chances is not immediately apparent. A ration-
ale that relates them is needed to enable the reader to gain an appro-
priate perspective for viewing the evaluation results. Cohen and

Garet (1975) describe one line of rzasoning in their article on social
policy research:

In the late 1950's and earl- 1960's, for example, a national
policy concerning educational opportunity began to take
shape. It rested partly on the idea that poverty, unemploy-
ment and delinquency resulted from the absence of particular
skills and attitudes--reading ability, motivation to achieve

Next, the specific aspects of the area of interest that are to be inves-
tigated aTe specified as the questions to be addressed. Finally, each
question is addressed by one or more statistical analyses. We are
calling these levels: (a) the general, or overall, evaluation questions,
(b) the research questions, and (c) the statistical hypotheses, which
are operationalized by the actual data analyses carried out.

|
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in school and the like. There was also an assumption
that schools inculcated these skills and attitudes and
that acquiring them would lead to economic and occu-
pational success. In other words, this policy assumed
that doing well in schools led to doing well in life.

(p. 21)

By specifying the rationale used, the evaluator clarifies the view-
point on which the evaluation is bas=d and enables the reader to undex-
stand the intentions of the evaluation. Whether or not the reader
agrees with the evaluator's logic is not the important issue; we be-

lieve that scrutiny of it is necessary for the reader to assess and

o intexrpret adequately _the evialuation report and the. conclusions drawn.— ———

from the investigation.

The need to specity the link between the research hypotheses and
the overall e'.ra‘lu;:ion questions has been discussed. Similarly, speci-
fying the relationship between the statistical hypotheses actually tested
and the corresponding research hypotheses is needed. Often the sta-
tistical hypotheses tested are not stated in the evaluation report. In
evaluation studies or analyses that are not complex, the specific hy-
pothesis that is tested can easily be inferred from a description of
the analysis performed. This is a mu-:h‘more difficult task when
multiple dependent and concomitant variables are analyzed or num-

erous analyses are used to investigate each research question.

.Abt Associates' national evaluation of ¥T (Stebbins, 1976) is a
good. example of a complex evaluation utilizing numerous- sophisticated
analyses. An example from this evaluation that illustrates the prob-
lem and indicates an approach for dealing with it follows. One of the
general evaluation gquestions addressed in their report was, I"Zl:)oes
Follow Through have a greater impact on disadvantaged children than
do regular school programs?' (Stebbins, 1976, p. A-8). The impact
question was addressed by a num'bei: of ANCOVA analyses qqmparing




FT with local, best-match, and national FT groups. The results are

reported in what was called Summary of Effects tables (see Table 1).

Table 1

Sample Summary of Effects Table
{Swebbins, 1976, p. A-8)

Site A Site B

Local Matched Pooled Local Matched Pooled

Total Reading + + +
Total Math +

Speiling +

Language

Raven's
Coopersmith

IARS t#) & -~ .
IARS (=}

'Wordm
Resding

Math Concepts
Math Computations _ - _
Math Problem Solving

Languags Part A

- Language Rert 8

+ o+ o+ 4+

~
m. '




Fifteen analyses were made for each Follow Through site reported--
one for each variable listed in Table 1. An example of o research
guestion might be stated as: ' '

Is the mean reading achievement test score of par-—

ticipating ¥ T students greater than that of NFT students

when the effects of: ‘

a. Fall kindergartec WRAT
b. Firstlanguage
c. Family income

4. Highest occupation in family S

e. Ethnic membership

f. Sex

g. Entry age

h. Missing data code for WRAT

i. Missing data code for incorme

j- Missing data code for occupation
are statistically controlled {where reading achievement
is defined as the Total Reading score of the Metropoli-
tan Achievement Test, which is comprised of the Word
Knowledge and Reading subtests).?

- As indicated in Table 1, comparisons were made between the FT
students at each site and three different NF' T groups: lccal,. best-match,
and pooled. Nine of these comparisons deal directlﬁ- with the guestion
of impact on reading: three each for Total Reading, Word Knowledge
and Reading. The latter two of these are subtests that make up the
-'I‘ota.l Reading score. Cf course, none of the six comparisons involving
the Word Knowledge and Reading subtests are independent of the Total
Reading Comparisons, but this is not specified ih“’wthe table of effects

or associated discussion.
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When the specific research hypothesis addressed or the statistical
hypothesis actuzlly tested is not stated, the reader is left with the
vague impression that everything that should have been controlled
was controlled, and the numerous comparisons reported must have
assessed the ¥ T program effécts on reading rather comprehensively.
We are sure that the authors did not mean to leave that impression,
and they assumed that any sophisticated reader would interpret their
analyses an3i interpretations appropriately and with much caution--
given the mumerous caveats and explanations included ir the first part

of the report But, in any 400 page report w:.th an addxt:.onal 400 pages

of append:.ces, ‘the reader will ha.ve dJ.'Ef:.culty fxgurmg out how the scores

that define reading were obtained, what they represent, and what the
evaluators think they represent. The same problem exists for each of

the ten or more covariates.

This is a complex and difficult problem faced by every evaluator
at one timme or another, and we do not want to address issues about the
role of evaluation and of evaluation reports. Cur concern is that eval- |
uation reports describe as clearly as possible the evaluation activities
undertaken to answer the general evaluation questions and communicate
as precisely as possible the relationships between the general evalua-
tion questions, the research h potheses, and the statistical hypotheses
actually tested. Ambiguity in a massive, complex evaluation tends to
communicate to the reader that everything was done that could possibly
be done and the evaluator's conclusions are th - "best? interpretations,.
if not the only appropriate interpretations of the data. There are al-
ways pressures to make the evaluation as convincing as possible, whether
positive or negative results are obtained, because the client paid for
the evaluation. This often results in gross overstatements of findings
or of the confidence one should have in the findings and often does not
represent well the situation that is beirg evaluated. By specifying the
general evaluation questions, the research and the statistical hypotheses,

11
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and the evaluator's view of the relationships among them, both the
strengths and weaknesses of a complex evaluation can be clarified.
The limited empirical information presented in the resultant evalaa-
tion report can then be used more appropriately by decision makers

and be more useful to educational professionals.

Are the Variabhles Defined, the Rationale
and the Procedure for Selecting the Measures

- Described, and are the Relationships Among ,
the Measures, Variables, and Evaluation Ques-
HHons Specified?

In general, three relationships are of concern in the measurement
area: (a) variable/domain, (b) instrument/variable, and (c) instrument/
domain. Each of these has éssocia.ted with it an inferential gap that
must be bridged in order to relate the empirical results to the intended
purposes of the evaluation. The rationales that delineate these relation-
ships must be specified in the report so the reader can best assess the
adequacy of the instrumentation.

A major issue in the mmeasurement area is the conflicting consid-
erations related to the "importance' and '"scope'’ (Stufflebeam, Foley,
Gephart, Guba, Hammond, Merriman, & Provus, 1971) of the data
collected and reported. Imgportance deals with emphasizing the most
important information in a particular situation and eliminating that ’
which is not vaJ:ued- Scope is the concern about the entire ange, or
comprehensiveness, of the information included in the evaluation.
Decisions must be made about each possible type of evaluative infor-
mation and datum to be included. As decisions are made about dormains,
variables, and measures, practical considerations of time, money,
adegquacy of measurement procedures, etc., tend to lirnit the evalua-
tion to the most important variables and measures. At the same iime,

concerns about adequately fulfilling the purposes of the evaluation
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tend to expand its scope. But, numerous modifications and compro-

mises in each area are always made.

In the national F'T evaluation, two domains (cognitive and non-
cognitive) were identified for student outcom.es. 3 Some of the vari-

ables and measures used to assess the domains are listed in Table 2.

Table 2

Domains; Variables, and' Measures Used in
National Evaluation of Follow Through Program?

Domain ~__ Variable MU

Cognitive Total Reading Metropolitan Achievement Test
Total Math

Cognitive Total Reading Metropolitan Achievement Test
Total Math Metropolitan Achievement Test
Spelling Metropolitan Achievement Test
Language - Metropolitan Achievement Test
Problem Solving Raven's Progressive Matrices

Noncognitive Self-Concept, or ~ Coopersmith -

- Seif-Esteem
Locus of Controil Individua! Achievement Respon-
sibility Scale

3These were used to assess third-grade affects in the Abt evaluation (Stebbins, 1976).

3SRI identified two domains (cognitive and noncogrirtive) as opposed
to the three domains (basic skills, cognitive conceptual skills, and
affective) identified by Abt. In this paper, to simplify the discussion
we deal only with the cognitive/noncognitive distinction--even though
the three dcmains more adequately match the different sponsors’
objectives. '

13




All measures uned in an evaluation must be specified and described,
and the specific variables constructed from these measures must be
defined. The specification of the variables and the measures of them
can usually be done easily by ﬁsing a table such as Table 2. When the
variables are defined as tesis or subtests of standardized tests, a sbort
description of the test and the scores actually analyzed is usually ade-
quate to enable the reader to understand how each variable is being
operationally defined.

Whenever an evaluation is planned, a wide range of domains and

""varizrbles are initially identified for possible inclusion. Often domains,

variables, and measures are excluded during the selection process.

The evaluation contractor is usually most knowledgeable about the
compromises and deletions that are made. A discussion of this selection
process is seldom, if ever, included in an evaluation report. Thus, the
best thinking about this problem and the rationales for the decisions are
lost to the field and to society. TEkey are also not available to the
readers, including major decision makers in Congress, who need that
information so that they can more appropriately assess the relative
value and importance of the conclusions of an evaluation report as they

relate to decision alternatives.

An example of such a discussion appeared in Design for the Indi-
vidualized Instruction Study {Cooley & Leinhardt, 1975b). The first

two pages of their rationale for excluding noncognitive variables in

their evaluation design are included as Appendix B of this paper. It
indicates the steps that were followed and the criteria they used to

arrive at their recommendation. In Section 3 of their report, Cooley

and Leinhardt present their rat:::;nale for using a standaxdized achieve-
ment test to assess cognitive outcomes. The criteria utilized to compare
pos-si'ble tests are delineated. The actual test reviews are included in

an appendix of their report, where the subtests of each achievement



m——
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battery, the psychometric ckaracteristics, the z.zorms available, and
other characteristics are described. However, there is very little
discussion by the authors of the inadequacies of the test battery that

was to be used in the evaluation.

. This example gives a rationale for and describes the relevant
relationships between the domains, variables, and measures to be
included in this evaluation. In our view, it would have been helpful to
indicate more fully the strengths and inadequacies of the achievement

battery in assessing the specific variables and the cognitive, or achieve-

ment, dornain.

Since neither Abt nor SRI described the procedureé and rationales
that led to delineating the variables and measures utilized in the FT
evaluations, we have identified some aspects that seem to have been
considered. ‘

1. Follow Through is an attempt to extend the positive effects of
the Head Start program. Variables similar to those investigated in
the Head Start evaluation should be included.

2. Follow Through as a compensatory education program has as
its primary emphasis the improvement of students® basic skills, which
in the first three grades are reading and mathem:-ics.

3. The 22 FT sponsors have dis zernably different approaches- to
early childhood educa.ti.oh. Domains and variables were identified
from their main program objectives. | |

4. Given the amount of time and money allocated for the FT
evaluation, only the most imi:?:rta.nt and usable irariablés could be
i.nve-étigated. Thus, some important variables that are of interest
could not be included because valid and reliable measures of them

were not available.

A discussion of each of the considerations used to make decisions

and judgements on the adequacy of the domains and variables is needed

15
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" if the complex analyses and interpretations are to be meaningfully
understood and utilized. The evaluation report should indicate how
these and other considerati:onz'! affected variable selection and should
include the rationa.lies for the choices made. When these considera-
tions are not included in a large cormplex evaluation, the reader is
often left with the impression that all important domains and varia-
bles were included in the evaluation, and the measures used did ade-

quately (and comprehensively) represent them.

What Criteria Were Utilized to Decide if a
~ Specific ANCOVA Analysis Should be Made
and Interpreted?

1. To what extent does each comparison meet these criteria?

2. What are the effects on the interpretation of results of the

failure to meet the criteria?

The pi-imary reason that ANCOVA-type procedures are used in
evaluation settings is t'o adjust for, or statistically control, other
likely explanations for the outcomes that are assessed. But, alterna-
tive explanations are still present after the analyses have been com-
pleted, whether or not randomization was used. When there is little
or no experimental control--such as in na.tui:a.listic field studies or

evaluations--outcormes are even more difficult to interpret and explain.

In naturalistic field settings, such as FT, deviations from the
assurmptions and conditions necessary to apply and iaterpret ANCOVA
with some degree of precision, such as homogeneity of regression or
similarity of groups in the analysis, are often present. The evaluator
must attempt to assess the extent of the deviations and to delineate
criteria for deciding when a specific analysis should not be interpreted.

Establishing the specific values for criteria is an admittedly subjective
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process, as there is little guidance available in the literatu.re.4 These
values must be based on the purposes of the evaluation and on the
specific situations in which the evaluation is occurring. In this section,
we discuss several criteria that should be considered, and present

methods of reporting them.

The first cc-:n.sideration that must be made, especially in a longi-
tudinal evaluation, is whether the data in hand are representative of
the situation being evaluated. In the FT evaluation, non-random attri-
tion was often a major problem. After three to four years, less than
2% percent of the initial FT sample had complete data in some sites. -
A criterion rhat was implemented by the Abt evaluation team was that
both the FT and NFT groups be comprised of at least 12 students. This
small sample size would, of course, overfit the statistical model,
especially when seven to ten covariates were used; but, at least the
criterion value {12) was explicitly stated. The actual sample sizes of
the samples included in specific analyses can usually be presented in
a table summarizing the results (or "effects, " in Abt's terminology).
In addition to sample size, this table should repo'rt what proportion of
each site's participating students comprise its sample. The size of
this proportion directly influences the appropriateness of conclusions
drawn from the analyses. The questicn of proportion of participants
needed is a related but complex concern that will not be addressed
here, but should be considered in each evaluation setting. Other con-
siderations about the representativeness of the data that might be of
concern are discussed in the final section of this paper.

4m1p].ic.it in much of the literature on ANCOVA is that it should
-not be used in non-experimental situations, but this is extreme. Se-
. lective application and cautious interpretation are a more practical
' and usefunl approach to using this and other statistical methods.
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A second set of crites ia are the assumptions <2 ANCOVA. The
four considerations that are usually importsrat were identified in Abt? ]

FT report:

l. The covariates are uninfinenced by treatment;

2. The distribution of the covariates is not grossly different
across groups: :

3. The relationships betveen covariates and criteria are
the same (homogeneous); and,

4. The covariates are perfectly reliable. (Stebbins, 1976,

- ... Each of these assumptions was investigated or discussed in Abt's
evaluation report. The first assumption wasz investigated by rerunning

ANCOVA comparisons without the one covariate (WRAT) that they felt

could be influenced by the treatmment. Viclation of this assumption

meant that the portion of the treatment effect that was confounded with

WRAT was being inappropriately removed. The report states:

If the WRAT is influenced by the first few waeks of treat—

ment, one might expect pretest adjustments to handicap

the FT children. To test this we removed the WRAT

from the covariate set and reran the local analyses.

The results of these "no-WRAT covariate' analyses do

not differ in any important ways from analyses which in-

cluded WRAT as a covariate. We conclude from this

comparison that the WRAT is probably not hindering our

analyses of program effects. (Stebbins, 1976, p. A-59)

The rerunning of the ANCOVA analyses for each site was useful
in addressing whether the use of the available WRAT data as a co-
variate affected the results cbtained and conclusions reported. It is
important to note that dreopping any one of ten interrelated covariates
is unlikely to affect the results of an analysis, given the relatively
high correlations among covariates. Dropping the WRAT does not
directly address the assumption that the covariates were not influ-

enced by treatment. This assumption could be attended more directly
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by giving the pretest earlier, such as in the previous year, before the
program was implemented, or in the first two weeks of program imple-
mentation. Or, it could be addressed in a pilot study before the evalu-

ation is undertaken.

Cur own experiences at the Learniny Research and Development
Center (LRDC) have conv: iced us that ~yuch learning, as assessed by
paper and pencil achieverxrent tests, occurs in the first few weeks of
our pz;ogram. In a study in Pittsburgh area schools (Eichelberger,
DiCostanzo, & Evaluation Staff, 1975), students using the LRDC cur-
ricula aznnla.r to that used in FT were aacessed in the sixth week of .
schoo‘ (as were a group onf su:n:.lar atudents) uamg the Metropolitan
Readiness Test (MRT). The results obtained are reported in Table 3,

Tabie 3

Fall Metropolitan Rezdiness Test Resuits for
Kindergarten Students in LRDC and Comparison Schools

Schoot ‘ Fall Mean N

LRODC School 1 36.22 59
Comparison Schooi 1 28.32 63
LRDC Schooi 2 :7.19 42
Comparison School 2 22,589 42
LRDC School 3 2932 87
Comparison School 3 23.03 130

These results indicate that the three schools using the IRDC curricula

during the first six weeks of kindergarten scored much higher than

similar students who had not used that curricula. These results
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suggest problems with the assumption that the fall kindergarten WRAT
scores were unaffected by six weeks of treatment.

If the pretest was differentially affected by the treatments in FT,
use of the ANCOVA-like procedures to test other assumptions and to
adjust F¥T and NFT group differences in that evaluation mighf result
in inappropriate conclusions. Elashoff (1969) suggested that analysis
of variance be conducted on the covariate to test the assumption, but
in the sitnation where testing occurs after four to six weeks of school,
that procedure does not directly address the issue of the comp_arra_bi_.lity
. of the groups rprior- to t‘rea.unent. ‘I‘he >i;ﬁ1p1ica.1:ions of the failure to
meet the assumption have not been well delineated at this time and
deserve more careful consideration by evaluators using this technique.

If the evaluator's concern is to assess the effect of using a specific
covariate (such as the WRAT) on the results obtained, then rerunning
the analyses (without the 'WR.A T) is useful. Whenever the '"no-WRAT
covariate' analyses result in changes in conclusions for a specific
comparison, that fact and the associated results should be reported.
The two sets of ANCOVA analyses might be performed at some specified
level of significance (such as .05) and presented in:a way that would
reflect the different results that were obtained. When a large number
of analyses and reanalyses are made, it is, of course, important to
note the number of differences found significant as a proportion of the
total number of comparisons made within each program or site.

The second assumption we will discuss--that the covariates were
measured without error--has been theoretically studied, but what is
known has seldom been applied in evaluation studies. Conclusions about
educational programs drawn from empirical data may not represent
the situation because o-f f-a.ilure. to meet this assumption. Evaluators
often attempt to assess sampling error in a specific study, which is
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often estimated from repeated use of the same measurement proce-
dures. The conclusions may also be misleading about specific varia-
bles, such as academic achievement, because the mneasures inade-
quately assess important aspects of the variables. Neither of these
Problems can be solved with great confidence in an applied setting,
8o the complex adjustments are not attempted and the inadequacies

in measuring the variables are overlooked.

There is also a tendency to overlook what Coleman, Campbell,
Hobson, McPartland, Mood, Weinfeld, and York {1966} called meas-
uremen.t errbr. Measurement error '* _ - includes such errors,
among others, as ambiguities in definitions and in the questionnaire,
failure to obtain Tequired information from respondents, obtaining
inconsistent information, mistakes in clerical coding and editing,
€rrors occurring during the machine pProcessing operation, and tabu-
In other words, it cannot be assumed that

''"concrete" descriptive data are measured

lation errors' (p. 561).
demographic and other
without error.

In Abt's FT evaluation, the authors indicated that '""Variables
such as sex, ethnicity, income, occupation, education, language,
and age are all measured with a minimunr of error. It is only the
pretest which poses a problem” (Stebbins, 1976, p. A-60.). With
problems that exist in most self-report data--especially about
variables like income and occupation among the low SES group--it is
important that estimates of the reliability of these data be obtained
and reported when they are used as covariates (see Elashoff, 1969;

Lord, 1962).

An illustration of the difficulties that often arise in measuring
what seem to be absolute entities occurred in a study at IRDC. The
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by making a sketch of the classroam area with the dimensions speci-
fied. Usually, this was done only once, because we felt we could
rea.sonably. assume that it was measured with a minimurm of error.

On one occasion, the measurement of the classrooms was asked for
again in the same year. The results were not at all consistent, with
shapes as well as dimensions changing. This experience has mé.de

us extremely cautious about the accuracy of all types of data--regard-

less of their presumed simplicity.

C;Ieman and his colleagues (1966), in the '""Equality of Educational
Opportunity’ study, empirically investigated the systematic measure-
ment exrror that resulted from selected parts of their procedures.
Evaluators of all major longitudinal studies should consider estimat-

ing and reporting the measurement error associated with their data.

"In A‘bt'n. FT evaluation, the degree of error in the WRAT pretest
was investigated. The report stated that: '""The reliability of the pre-
test was calculated by each Follow Through Sponsor-level sample by

a2 measure-of internal consistency-{coefficient alpha) and is on the.

order of . 90 across these samples' (Stebbins, 1976, p. A-60).

It is, of course, important to report the specific values for each
group on which the analysis is run, because when the value is low for
a specific group, the conclusions drawn from the analyses must be
interprefed with even more caution. Even though 90% of the groups
have very high reliability, specific sites may fall within a large
range of values. The reader needs to know these values for specific
analyses. It would be helpful if the evaluator initially set a reliability
level (sﬁch as . 80) below which the covariate would not be used (see
Glass, Peckham, & Sanders, 1972, for reviews of studies that inves-
tigated this concern). This does not preclude 2 later decision to include

a covariate that does not meet the criterion value, if there are unique




compelling reasons to do so. The reliabilities and associated cau-
tions should be reported, or at least noted, in the text where the
conclusions that they affect are reported.

A related point that rnust be raised at this time is the question-
able uese of coefficient alpha as an estimate of error in a covariate,
such as the WRAT. This is not intended as criticism of Abt's use
of it, given the type of data available to them and their general situa-
tion. In fact, Abt's attempts to investigate the adequacy of the F'T
data for the ANCOVA model are to be commended. But, it is impor-
tant that better methods be identified and utilized for testing the
assumptions and setting appropriate criteria. Tukey (1954) and
Wold (1956) explicated problems that arise as data analysis moves
from experimental to observational data, of which every researcher
must be aware. Additional work on these problems is needed for

clarifying their implications for decision-oriented research,

._. Aas previously indicated, no_criteria related-to-the-first-and— -
fourth assumptions were specified and used in the national FT evalua-

tion, although both assumptions were addressed. The three criteria
that the Abt evaluation used and reported to indicate that 'the adjust-
ment produced by ANCOVA may be misleading’ (Stebbins, 1976,

P A-71) were:

1. when the relationship between a given covariate and
ocutcome is different for the treatment and compaxi-

son groups being analyzed;
2. when the Pretest difference between the treatment

and compariscn groups being analyzed is greater
than five points (about one-half of a standard devia-

tion); and '

3. when the percent of those attending preschool in
each group differed by more than 50 percent.
(p. A-72)
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The first criterion is essentially the ANCOVA assumption that the
treatment groups have a cormmon regression surface. The second is
an indication that the treatment groups were not drawn from populations
with the same covariate distributions. The third criterion c~uld also
be viewed as questioning the assumption that the groups were initially
similar (see Campbell & Erlebacher, 1970, for how this can lead to
erroneous conclusions). When any of these conditions existed for a
comparisor, or set of cormmparisons, their correspording results were
"greyed-out' in the effects table. The specific criterion values that
were used in greying-out a particular comparison are presented in the
specified in the effects tables. This is vastly superior to presenting
all information in a table with no indication that some of the results
are questionable. In fact, in certain situations it may be more appro-
priate to report only the results of analyses that do meet all of the
mipimum criteria, rather than merely greying-out certain results,
s:uce 2 reader tends to assume that all data reported are meaningful.

Note that these three criteria have associated with them explicit
valucs or decision rules (such as statistical significance). Although
the reader may disagree with the specific values set by the evaluator,
s/he knows when the evaluator thinks the results are interpretable and
what the specific criteria are on which the decision'a are based. Testing
for the violation of the conditions and assumptions needed for meaning-
ful interpretation of ANCOVA results should be done in an experimental
setting; k_nowever, such testing is imperative. in an evaluation or natu-~

ralistic setting, where naturally confounded variables are almost

certain to be present, and little control of the situation is possible.

Considerations should not be limited, however, to those discussed
and dealt with in this paper, or in the Abt report. Others that may be
relevant in your setting may have been excluded in the FT evaluation.
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For exa.mpie. can the criterion-covariate regression be expressed in
linear form for each treatment group? If this condition is violated,
i.e., the data cannot be transformed to linear form, comparison of
two estimated treatment means will be biased. Elashoff (1969) notes
''that the effect of nonlinearity is most severe when random assign-
me.:;tto groups is not possible or protection against non-normality in
the y's is lowest" (pp. 390-391). This condition can be tested by
examining increases in explained variation when higher order terms
are included in the regression equation. Again, the evaluator should

cpecify the exact criterion value for the test.

In summary, the evaluator of any prograr: working in a natural-
istic setting will find that the data available will deviate from assump-
tions and conditions necessary for direct interpfeﬁ.tiou of ANCOVA
results. By recognizing this fact before implementing the evaluation,
detailed guidelines can be designed based on the purpose of the evalua-
tion and the evaluation setting. As more data and knowledge are gained

from a program--especially a longitudinal one--modification in these
criteria may be necessary. But, these-'guidelines with their associated
rationales, their subsequent change:, and their implications for the
conclusions drawn are needed by the reader to understand and iaterpret

the results of an evaluation.

What Criteria Were Utilized to Determine
If a Covariate Was to Be Included in a
Specific Analysis?

Too often covariates are included indiscriminately in a set of
ANCOVA analyses without knowledge of the local conditions or a theory
of how the variables interrelate (see Cooley & Lohnes, 1976, for a
discussion of the importance of theory in evaluative research). This
usually results in conservative estimates of treatment effects, due to
confou.nd:ing of the covariates with the treatment, We believe that the



geléctlon of covariates for an analysis should be based on a logical
rationale, preferably one that is a part of a broader theoretical frame-
work, Presenting the logical process used to identify candidate
covariates indicates that the eva.lnai:or has broadly conceptualized the
evaluation problem. Also, uniciue conditions in a specific situation
often require decisions to be made about the inclusion or exclusion of
a cova.ria.te in a specific analysis. In addition to a theoretical basis
for including covariates, guidelines for excluding them are needed.
These guidelines for including or excluding covariates are usually
based on the several assumptions of ANCOVA listed in the previous

section.

All covariates that were assessed in the evaluation and considered
for use in a specific a.xia.l'ysi.s' eiould be listed in the repbrt. The ration-
ales for their inclusion should also be presented. This point was dis-
cuased extensively under variable identification and measurement in

section two of this paper.

In large complex evaluations, numerous covariates are assessed,
but the specific ones used in different analyses often vary. This mari-
ation is usually due to failure to meet one of the ANCOVA assumptions,
or to conditions unique to the situation, such as only one race involved.
When the results of an ANCOVA analysis are presented, a list of the
covariates considered for use and the reason for excluding any from
the analysis should be reported. A hypothetical example of such a
list is presented in Table 4.

The criteria to decide whether or nct a covariate should be included
in a comparison should not be limited to the assumptions of ANCOVA. —i——-
For e:zm'ple, one criterion not utilized in the Abt repor-t was the degree
of relationship between the covariate and outcome variable. This is
an important factor for a.ssessing- the effectiveness of the covariate.
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Table 4

Hypothetical Table of Covariates Consiclered for an
ANCOVA Analysis and Ressons for Dropping Those That Were Exciuded

Criteria Failed Covariates Inciuded

Fall Kindergarten WRAT 13,4

Preschool Experience 2

Sex . X
| Ethnic Membership T X

Occupation | ) 4

2The numbers refer to the assumptions of ANCOVA listed in section 3.

Cox (1957) compared the precision af blocking versus covariance for
different values of rho (p), ise., the correlation between the covari-
ate and outcome variable. Cox concluded that if p < .4, blocking

is preferable to covariance analysis; if .6 < p < .8 cova~iance is
somewhat better; and if p > .é covariance analysis is appreciably
better. Although other factors affect this relationship (e.g., shape
of covariate distributions), it is an important consideration that
should be used as a criterion for juaging potential covariates. This
consideration is, of course, s=condary to the purpose of the evaiusa-
tion and the specific questions being addressed in aay study.

The general information on choosing covariates that would appear
in a table similar to Table 4 should be supplemented with the specific
values of correlation coefficients for the selected covariates. This

-cauld be efficiently incorporated into a table exhibiting the information

necessary for the reader to reconstruct the regression equations of the
comparisons that were actually made. A- pertinent. illustration can be
found.in the appendices of the SRI report (Emrick et al., 1973). In
Table \5, the correlaticn with the depencant variable, the raw regression
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Vwe'ight. the standardized regression weight, and the standard error of
the regression coefficient are listed for each covariate. This should
be a.ccompani:& 'By information describing and elaborating on the
ANCOVA comparison made, such as unadjusted and adjusted outcome
variable means, 5 the standard error of the adjusted difference, the
sample sizes, and the actual results of the comparison in the form of

a computed statistic or confidence interval.

To summarize, we have recommended that the evaluator delineate
a logical rationale for the selection of variables as candidate covariates, -
preferably based on an overall theoretical framework. Guidelines
should be specified for deciding when covariates should not be included
in an analysis. The criteria specified should iﬁ.clude. but not be
limited to, the assumptions of ANCOVA. The results of this decision
process could be presented in a table similar to Table 4. Finally, the
types of cata that should be reported for each covariate and comparison
that allow the reader to assess the interpretations derived from the
ANCOVA comparisons have been discussed. In large complex eval-
uation reports, we have often found it very difficult to identify the ‘
variables that were included in an analysis, let alcne find the reasoans
why a particular variable was or was not included. Criteria that might
be used to decide which covariates to exclude from an an>lvsis, and
methods for clearly presenting the associated information in an eval-

uation report, need further investigation and development.

-

5So::z:xe indications that the adjusted means have no intrinsic value,
and that comparison of the means witb their associated unadjusted
means is not usually meaningful, should be included in the report. Of
course, the difference between the adjusted rneans is used in the com-
putation of statistical significance.



Are the Dif!  r vt *roups Included in the
ANCOVA A -.:v. 35 % d Their Educational

Experiencer _';-_' = "-'\'\d Adequately in the
Report?

Much of the technical information required to assess the appro-
Priateness of the interpretation of the evaluation results has been
specified in the preceding sections. We have commented on the need
for the evaluator to: (a) link the data analysea' and research hypothe-
ses to the general evaluation questions,. (b) specify and link the mea-
sures and variables utilized in an evaluation to the domains of interest,
(c) state the criteria used to decide if an analysis should be made and
interpreted, and (d) specify the criteria used to select covariates for
a specific analysis. In addition to these concerns, several others
Pertaining to the groups' characteristics and experiences are needed
for the conclusions to be interpreted appropriately.

Knowledge of the educational conditions and treatments that the
different groups experienced is of central importance in interpreting
the results of any prograrmm evaluation. A detailed description of the
pPrograms experienced by students is a major undertaking, as evidenced
by the extensive work in FT of Stallings (1973) at SRI and of Cooley
and Leinhardt (1975a) at the Learning Research and Development
Center. Obviously,- the extensiveness of the program descriptions
represented by these studies usually cannot be achieved when conduct-
ing an impact evaluatior, but the identification of some essential
context and program variables should be made by evaluators in any
setting. Ignoring differences between intended treatments and those
actually experienced, and between characterirtics of the "experimental®
and ''comparison'' groups, can iead to erroneous conclusions about the
relative impact of the variables 'being evaluated. Also, little or no
knowledge is gained about how the obtained outcomes had been affected

by important program wvariables.
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Follow Through again provides a relevant example. The FT
evaluation was intended to assess the impact of the FT program on
participating children, as compared to the impact of ""regular’ school
experiences that did not include innovative educational programs,
However, the ''regular' school programs serving the NFT comparison
children often included other compensatory programs, such as Title I,
which at times utilized educational materials and practices similar to
those in some Sponsors' FT instructional models. As a result, when
an FT/NFT comparison is made, the appropriate interpretation of the
results is not immediately apparent. Differences between FT and NFET
groups and their educational experiences must be integrated with the
reporting of results. A hypothetical example might be, "The NFT
children at the Oshkosh, Alaska, site were similar to the participating
FT children at the site on all entry characteristics measured. Because
the NFT children were from families whose incomes were very low,
they qualified and participated in the Title I federal ¢ompensatory edu-
cation program. This involved supplemental instruction in arithmetic
and reading and additional aid. . . ." This type of information is needed
by the reader to interpret the results with respect to the eciucati.onal
variables actually being assessed and the degree to which differences

in outcomes might be expecte-’.

In addition to considerations about the comparability of the educa-
tional conditions and materials the different groups experience, the
evaluator must report information about the similarities or differences
between the groups experiencing the program being evaluated and those
comprising the comparison group. In previous sections, the necessity
to report raw and adjusted means on the covariates and the dependent
variables was noted. Suggestions of how and where to report the in-
formation was also indicated. Other aspects of each unique evaluation
setting must also be taken into account. Within FT, some of these con-
siderations relate to attrition and missing data, program requirements
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for participation, and local implementation and utilization of the pro-
gram.

Attrition and mis sing data commonly affect the final composition
of the groups being compared. Attrition occurs when a participating
student moves out of the FT classroom. Missing data occurs when
one or more measurements for a participating student are miseing.
Due to these two factors, the composition of groups in the FT evalua-
tion has been shown to undergo drastic changes during the course of
a four-year educational program. For example, the Abt report states
that "approximately 50 percent of the FT and NFT children whko are
tested in the kindergarten year of Cohort !I were not present at the
end of third grade" (Stebbins, 1976, p. A-47).

Empirical investigation can be utilized to determine whether
attrition or missing data bias a comparison. The Abt evaluators
compared rates for FT and NFT students at each site, using their
pretest scores and family income data. Five sites were found for
which attirtion significantly changed the difference between groups'
pretest scores, and three sites were identified for which attrition
altered the FT/NFT difference in mean income. No explanation was

given in the report for the selection or limitation of the irvestigation

~to these two variables.

A procedure was used in the Abt report to estimate values for
the missing data for covariates. Whether or not a covariate value

was estimated was then noted in the analysis. Several advantages to

. this procedure were noted in the Abt report:

It avoids the risk of nonrepresentativeness due to dropping
children; :

it xvoids the loss of statistical power due to reduced sample

size;

it uses the information contained in the absence-presence

of the variable: R
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and it uses the information present on other variables for
children who might have been dropped otherwise. (Stebbins,

1976, p. A-51)

In any large-scale longitudinal evaluation, the evaluator will have
the task of aelecting from numerocus alternative approaches for han-
dling missing data, including dropping such persons from all analyses.
Each situation will dictate considerations that will influence the deci-
sion rules for handling missing data. We suggest that these rules and
their rationales be made explicit. How the estimation of mi.aning data
affects the assumption that the measures are perfectly reliable and

how the interpretation of the results might be affected must be con-
sidered.

Federal requirements for the FT program also affected the com-
position of the FT and NFT groups:
Children enrolled in early elementary grades may par-
ticipate in [FT] projects. . . . At least SO percent of
. the children in each entering class shall be children
who have previocusly participated in a full-year Head

Start or similar quality preschool program and who
were low incorne at the time of enrollment in such

preschool program. (Federal Register, 1975,
PP. 11714-11715)

As a result, entering kindergarten children could not be randomly
selected for participation in FT. At some sites, those students
below poverty level were assigned to the FT classroom while stu-
dents from higher income families were assigned to the regular
classrooms and often becorne part of the NFT comparison groups
at the site. The descriptive data do indicate the existence of this

systematic bias caused by program requirements {(see Table 6).

Tocal decisions about implementation and utilization of the FT
program are more difficult to document, but no less a problem for
adequate interpretation of results. For example, local administra-
tors often used FT as a remedial program. Students who were
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Table 8

Descriptive Characteristics of the Nastional Population,
the Follow Through Sample, and the Non-Follow Through Sample

- National FT NFT
Median Income $9590 $4450 $8060
% Minorities 13% 86% 79%
% Praschool 9% 81% 57%
Fall WRAT NA 29.7 204

repeating a grade or who had special needs were often placed in the

FT classroom. The Abt report also indicated that a systematic bias
exists against the FT group: '"'In most cases the Follow Through par-
ticipants were selected from among the 'most difficult® in the com-
munity . . . some comrmunities chose to include the mentally handi-
capped and/or emotionally disturbed’ (Stebbins, 1976, pp. A-12 - A-13).

Although this was not the case at all sites, it does document that
the "more dii.ficult" students were placed in FT classes. The effects
of these differences, such as the inclusion of emotionally disturbed
children and grade repeaters, usually remain unknown because they
are not assessed by the covariates and are not investigated in other
ways either.

These examples emphasgize the need for detailed descriptions of
the groups being compared and their educational experiences. This
information should be coordinated with the reporting of results at the
site level, since program interpretations depend upon the similarity
of the groups. The results section of the Abt report did deascribe
FT/NFT group comparability both in tabular and prose forms. For




sxample, the FT and NFT groups at & particular site were described
in the results section for that gite:

The FT group is aleo well below sponsor average in
iacorne, while the NFT is about average for this spon-
80r. . « . The two groups are a fairly close match on

entry WRAT and ethnic composition, though the NFT
income level is considerably higher than the F'T level.

(Stebbins, 1976, p. A-195)
This information permits the reader of the report to make more
appropriate interpretations of conclusions and other summary state-
ments made by the evaluator about a specific site by making him/her
aware of the similarities in entry WRAT and ethnic composition and

the considerable difference in income.

Summary

The purpose of this paper was to indicate some specific informa-
tion that should be included in an evaluation report when ANCOVA-type
techniques are used in order to allow the reader to assess the adoqul.cy
of the analyses and the appropriateness of the evaluator's interpreta-
tions of the results. A recurrent theme of this paper has been that
the evaluator must recognize that the application of ANCOVA in evalua-
tion settings requires a2 mor- elaborate analysis and reporting strategy
than in experimental studies Jue to the failure to meet assumptions
of ANCOVA precisely and the existence of aumerocus plausible alterna-
tive interpretations of the results. The evaluator must recognize that
important aspects of the evaluation should be described in detail, i.e., ‘
setting, treatments, characteristics of the Participants and nonpartici-
pants, and their educational experiences.

The major points elaborated in the paper are summarized below.
Those activities that evaluators often fail to carry out, or criteria
that are sometimes not specified in the section of the report where

they could be mose useful, are emphasized:
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1. Specify the hypothesis actually tested by an analysis rather
than only relating the analysis to a general evaluation question.

2. Describe the variables used in each analysis, the rationa.le.
and procedure for selecting the measures, and the relationships among

the measures, variables, and evaluation questions.

3. TUse explicit criteria to decide whether or not to make a spe-
cific analysis and report the extent to which an analysis meets those
criteria.

4. TUse explicit criteria to decide whether to include a covariate

in a specific analysis.

5. Describe the groups included in the ANCOVA-type analysis
by reporting:-

(2) adjusted and unadjusted raw or standard means on
the dependent variable(s) for each group,

i‘b) summary statistics for each group on the covariates
used in each analysis, and

{c) a detailed description of the educational experiences

of the program groups and of any comparison groups.

These points were made in an effort to reduce the ambiguity that
often ensues when reporting the results of ANCOVA techniques in com-
plex longitudinal evaluations. As indicated by Tukey (1954), "Experi-
mental statisticians should be honest and expository about the relation
of precise agsumptions and exactly optimum solutions to real situations"”
(p- 719). These considerations are intended to improve evaluators!
abilities to communicate their findings accurately to the nonstatis-
tically oriented reader. A special effort is needed to indicate the
limitations of an evaluation as well ag its strengths so that a2 more
balanced ard accurate picture of a program and its effects is pre-
sented to the decision maker, who may be puzzled and awed by the

mathematical procedures.

36




References

Campbell, D. T., & Erlebacher, A. E. How regression artifacts in
quasi-experimental evalcations can mistakenly make compensa-
tory education look harmful. In J. Hellmuth (Ed.), The disad-
vantaged child (Vol. 3). New York: Brunner/Mazel, 1970.

Cohen, D. D., & Garet, M. S. Reforming educational policy with
applied research. Harvard Educational Review, 1975, 45(1),

17-43, - : -

Coleman, J. S., Campbell, E. Q., Hobson, C. J., McPartland, J.,
Mood, A. M., Weinfeld, F. D., & York, R. L. Equality of
educational opportunity. Washington, D. C.: U. S. Government
Printing Office, 1966.

Cooley, W. W. ZExplanatory observational studies. Educational
Researcher, 1978, 7(9), 9-15.

Cooley, W. W., & Leinhardt, G. The application of a model for inves-
tigating classroom processes. Pittsburgh: University of Pitts-
burgh, Learning Research and Development Center, 1975. ()
(LRDC Publication 1975/24). :

Cooley, W. W., & ILeinkardt, G. Design for the individualized instruc-
tion study: Final report. Pittsburgh- University of Pittsburgh,
Learning Research and Development Center, 1975. (b)

(INIE Contract No. 400-75-0071)

Cooley, W, W., & Iohnes, P. R. Evaluation research in education.
New York: Irvington Publishers, 1976.

Cox, D. R. The use of a2 concomitant variable in selecting an experi-
mental design. Biometrika, 1957, 44, 150-158.

Egbert, R. L. Planned variation in Follow Through. Paper prepared
for the Brookings Panel on Social Experimentation, Washington,

D. C., 1973,

Eichelberger, R. T., DiCostanxzo, J. 1., & Evaluation Staff. Evalua-
tion of the IL.RDC individualized progzrams iv the Pittsburgh Public
Schools. Unpublished manuscript, University of Pittsburgh,
Learning Research and Development Center, 1975,

Elashoff, J. D. Analysis of covariance: A delicate instrument,
American FEducational Research Journal, 1969, 6(3), 383-401.

37

42



Emrick, J. A., Sorensen, P. H., & Stearns, M. S. Interim evalua-
tion of the national Follow Through Program 1969-1971: A tech-
nical report. Meanlo Park, Cal.: Stanford Research Institute,

T
= - ol

Federal Register. Fol‘low Through Program. Washington, D. C.:
U.: S. Governmen* Printing Office, April 21, 1975 (Part II).

D S,
R ,-*’"
Glass, G. V., Peckham. P. D., & Sanders, J. R. Consequernces of
failure to meet*assumpnons underlying the fixed effects analysis
of variance and covariance. Review of Educational Research,

1972, '42(3), 237-288.

Haney, W. The Follow Through planned variation experxmem:. Vol-
ume V: A technical history of the national Follow Through evalua-
tion. Cambridge, Mass.: Huron Institute, 1977.

Johnson, L. B. Special message to the Congress recommending a 12-
point prograrh for America's children and youth., Public Papers
of the Presidents, February 1967, 150-160.

lord, F. M. Elementary models for measuring change. In C. Hari-is
(Ed. )}, Problems in measuring change. Madison, Wisc.: Univer-
sity of Wisconsin Press, 1962.

Sorensen, P. H., & Madow, W. G. A proposal for research: Longi-
tudinal evaluation of the national Follow Through Program, 1969-
70. Menlo Park, Cal.: Stanford Research Institute, 1969,

Stallings, J. A. Follow Through Program ciassroom observation .
evaluation 1971-72. Menlo Park, Cal.: Stanford Research Ingti-

tute, 1 973..

Stebbins, I. B. (Ed.). Education as experimentation: A planned
variation model (Vol. 3). Cambridge, Mass.: Abt Associates,
Inc., 1973. (USOE Contract No. 300-75-0134)

Stuffiebeara, D. G., Foley, W. J., Gephart, W. J., Guba, E. G.,
Hammond, R. L., Merriman, H. O., & Provus, M. M. Educa-
tional evaluation and decision making. Bloom:mgton, Ind.: Phi
Delta Kappa, Inc., 1971.

Tukey, J. Unsolved problems of experimental statistics. Journal of
the American Statistical Association, 1954, 49, 706-731.

38--

W
Gy




'Wold, H. Causal inference from observational data: A review of
' ends and means. Journal of the Ro Statistical Socie
Series A, 1956, 119, 351-390. Reprinted in M. W. Wittrock &
D. E, Wﬂ.ey ’Eds. ) The evaluation of instrvction: Issues and
Ero‘bl 8. New York: Holt, Rinchart and Winston, 1970.

Wolff, M., & Stein, A. Six months later- A comparison of children
>ho had Head Start, Summer 1965, with their classmates in

kindergarten. New York: Yeshiva University, Ferkhauf Gra.duate
School of Education, 1966.

39



APPENDIX A

(Quoted from Stebbins,. 1976, p. A-46)

Given the need to provide information to decision makers, the
essential problem becomes the development of an evaluation approach
that will provide the most valid and comprehensive information possible.
To this end, Follow Through evaluation planners (USOE, SRI) adopted
a guasi-experimental design, selecting at each site a comparison group
as similar to the treatment group as possible. Since this design does
not suggest a single "appropriate’ analysis, we have subjected the data
to a variety of "approximately appropriate'’ analytic procedu:fes, s; as
not to be overly confined by the drawbacks of the design. The multiple

- strategies approach anticipated the common and valuable practice of
performing secondary analyses such as those performed on the Equality
of Educational Opportunity data. Any single analytic treatment of quasi-
experimental data is inevitably subject to well-founded methodological
criticismn, especially when the data are being used to assess the impact
of major educational proérams. Subsegquent reanalyses using other
techniques and approaches help to assess the validity of the original
results. Usually, after several reanalyses have been accomplished
and a body of literature accumulated, all available information is inte-
grated to refine and clarify understanding of the problem (or program).
Our analytic cross-validation anticipates some of the more obvicus
reanalyses and should provide other researchers with a broader basis
for designing further thoughtful approaches to the Follow Througtk data.




APPENDIX B _
(Quoted from Cooley & Leinhardt, 1975b)

Although the RFP calls for consideration of the "'nonachievement
factors which contribute to classroom environment, ' it does not spell
out what these factors might be. It was suggested that the cesigner
review this area and propose what definitions and instrumentation, if
any, should be included in the Individualized Instructior Study., Our
approach to this task has been two-pronged: (1) to determine whether
non-cognitive student outcomes-can and should be measured, and, (Z)
to determine whether it is possible and desirable to assess tke eﬁect

of programs on the total classroom environment.

We do not recommend that non-cognitive student outcomes be
assessed in the study for two reasons. First, although schooling,
individualized or not, may indeed have an effect on some non-cognitive
ocutcomes, the theoretical basis for such a belief is not well developed.
Without a sound basis, it is futile to attempt to measure non-cognitive
or social outcomes since it is not clear what to measure or how to
make causal arguments if effects are found. A-secon.d argument against
the test of social outcomes is that their measurement in the pr.lma.ry

grades is still in a primit:ive state.

Our consideration of non-cognitive or social outcomes began with
the generation of a list of outcomes that designers of instructional pro-
grams have claimed will be affected by their programs (e.g., self-
concept, inquiry skills, autonomy). The next step was to iocste
instruments that purport to measure these specific outcomes. The
short duration of the study raled out the possibility of developing such
instruments from scratch. Existing instruments were. located, screened,
and eliminated from further consideration if they failed to meet aay

one of the following criteria:
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1. The instrument could not be highly correlated with reading
and mathematics ability. If it were, it would measure little not al-
ready measured by the achievement test battery.

2. The instrument had to measure the social variables in ques-
tion, i.e., it had to be valid as measured by standard measures of
wvalidity. '

3. The instrument had to be reliable as measured by standard
measures of reliability. B )

4. The instrument must have been -designéd af-f'!...c;apted for use

R

in the primary grades.

5. The instrument must be usable from an adminigtrative stand-
point. This criterion would rule out instruments that are described
in the literature but are otherwise untraceable, those that require an
exorbitant amount of pupil/examiner ti.t:n.e (in excess of three hours per
pupil), and those that require a highly trained examiner o= coder.. A
number of projective tests like doll-play were eliminated under this
criterion.

The results of the search for an instrument that would meet these
criteria were disappointing. Not one instrument of the many considered
was totally acceptable. Table 3.1 lists some of the tests that were
rejected and a criterion they failed. They may bave failed other criteria,
but this information was not recorded because the test reviewers elim-

inated an instrument upon failure to meet one criterion.
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